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Background

Routing scalability: de-aggregated address
allocation, address trading & CIDR

IPv6

Widely use of NAT & private addresses:
break end-to-end principle
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Background

« Advantage of IPv6
— Automatic host configuration
— Simplified/fixed IP header
— More secure
» Authentication, data integrity, privacy
— Support for more options and extension
— Flow Label for QoS

— Mobllity support is better
f‘ :4 — Larger address space (2128)
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Current IPv4/IPv6 situation

« 15-year history of IPv6

— RFC 1883 (1995), RFC 2460 (1998)
— 6Bone, Euro6IX, CNGI-CERNET?2

From transition to IPv4/IPv6 coexistence

— large number of IPv4 users and networks in large scale
— Itis impossible to upgrade overnight
— IPv4/IPv6 coexistence will be a long period

Policy on IPv6 transition

— IPv6 incremental deployment is difficult
* Due to the limitation of existing transition technologies
— Huge cost to upgrade to IPv6 network
« Without short-term revenue for both ISPs & ICPs
— Some substitute technologies are still active
L.,-—f—"‘j « NAT-liked technologies
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IPv4-1Pv6 Transition Tech.

* |nteraction between IPv4 & IPv6 protocols™

— Protocol fields conversion?

— Address mapping?
* IPv4=>|Pv6: 232 => 2128
o IPv6=>IPv4; 2128 => 232 X

— IPv6 is not backward compatible with IPv4
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Traffic Class Flow Label

Payload Length Next Header
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Identification Flags Fragment Offset

Protocol Header Checksum

Padding Zero

Options

IPv4 Header

Extension Headers

IPv6 Header



Basic Principle for Translatio

Payload Payload
Src addr | H1 I-IP addr ::> Src addr | H1"E-IP" addr
Dst addr | H2"I-IP addr" Dst addr | H2 E-IP addr

Address(+port) mapping
translatio

Representing H2 in IPv6 _ _
IPV6 routing: IPv6 H2 => 4/6NAT Native IPv4 routing

Address mapping algorithm/

(addr, port) mapping state maintenance
IP/ICMP/TCP/UDP translation algorithm

App-layer gw: app detection & translation




Configured Tunnels

* End-to-end configuration
 Tunnel encap & decap
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Basic IPv4/IPv6 Transition Tecl
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Difficulties Iin IPv6 transition

Addressing & routing
« |Pv4/IPv6 routing not compatible

— Heterogeneous address resources allocating In
access network

— IPv4/IPv6 address mapping

End-to-end transparency

— Cross-layer design in nature for applications
— Transparent to upper layer and end users
Mapping state maintenance

— Per-flow stateful, stateless

— Scalability issues

‘» Protocols in Different layers

;,J Device on different part in networks
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IPv6 Transition Tech. in IETF
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Tunneling: Translation:

IETF softwire IETF Behave
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IPv4/IPv6 Transition Tech:
comparison

« Difficult to deploy Dual-Stack in large scale

— High cost on equipment and maintenance
— Can’t solve the problem of IPv4 address shortage
— No IPv4/IPv6 interoperation

 Limitations of IPv4/IPv6 translation
— Break end-to-end transparency
— Application Layer Gateway (ALG)
— Introduce IPv4 routing into IPv6 network
— Scalability on both network size and speed

— Most apps don'’t support IPv6 -> nothing to
translate

m{'—-




IETF Softwire work on
IPVv6 transition
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4over6 requirement in
Access Network

e Scenario analysis

— Operators have to build IPv6 only access network
due to shortage of IPv4 addresses

— Most current ICP services & apps. are IPv4 only
— Users in IPv6 only network demand IPv4 services
— End-to-end transparency

IPv4 res
s t/— across IPv6? N\
uppor p Dual-stack BR
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Internet

a
S 5 \‘ =1Bv6 Access IPv4 data
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4over6 for 4/6 interconnectic

« Key points in xlate tech.
— On-demand IPv4 addr allocation on AFBR, unaware to host
— |Pv4/IPv6 translation on AFBR, with state maintenance
— Only use IPv6 stack on host (IPv6-based apps)

» 4over6 for 4/6 interconnection
— Leverage existing IPv4 stack on host

— Make host aware of IPv4 addr allocation

IPv4 Internet

— Support all IPv4 apps

Host-aware IPv4 addr allocation

| 4 Leverage

: host’s IPv4
. stack <
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IPv6 network

f——————

Native IPv6
Routing/Forwording
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4over6: Achievements of THU
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Summary

* Transitions in IPv6 transition
— From killer app to address space
— From transition to coexistence
— From translation to tunneling
— From 6over4 to 4over6
— From network to users

* Who should be the pioneer?
— User, ISP, CP, government?
— Accept/push IPv6 as early as possible
'+ Opportunity & challenge
" — EXxplore the advantage/disadvantage on IPv6
[J—N"ﬁ — _Try our best to make our Internet better




Thank you!

Yong Cui
cuiyong@tsinghua.edu.cn
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